CorrFeat: Correlation-based Feature Extraction Algorithm using Skin Conductance and Pupil Diameter for Emotion Recognition
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ABSTRACT
To recognize emotions using less obtrusive wearable sensors, we present a novel emotion recognition method that uses only pupil diameter (PD) and skin conductance (SC). Psychological studies show that these two signals are related to the attention level of humans exposed to visual stimuli. Based on this, we propose a feature extraction algorithm that extract correlation-based features for participants watching the same video clip. To boost performance given limited data, we implement a learning system without a deep architecture to classify arousal and valence. Our method outperforms not only state-of-art approaches, but also widely-used traditional and deep learning methods.

CCS CONCEPTS
• Computing methodologies → Machine learning; • Human-centered computing → Human computer interaction (HCI).
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1 INTRODUCTION
Emotion recognition using physiological signals has been widely applied to many fields such as mental health care [15], engagement evaluation [12] and driver monitoring [34]. Although previous work has obtained high recognition accuracy, most of these methods need to use non-wearable devices such as EEG [27], fMRI [6] or a face camera [20]. With the rapid development of wearable (biosensing) technologies, there are several wearable devices to measure the skin conductance (SC) and pupil diameter (PD). For example, SC can be measured by Empatica E4 wristband without attaching electrodes to the skin, which makes it less intrusive than EEG and ECG. The pupil diameter, which carries abundant information regarding cognitive activities [30], can be measured using wearable eye trackers such as Tobii glasses. Both SC and PD are related to the attention level to visual stimuli [9, 17, 19], which makes them suitable for emotion recognition during video watching. Thus, we focus only on SC and PD to recognize emotions.

Feature extraction from multiple physiological signals has several challenges. One of the major problems is that the lengths of physiological signals from different sessions when subjects watch different videos are always variable. It is also challenging to build a standard machine learning pipeline to automatically extract features from data with varied sizes.
Most previous work [14, 23, 31] solve this problem by manually designing handcrafted features across different sensors and fusing them at decision level [29], which is time-consuming and often leads to low accuracies. Other works [1, 28, 33] segment or pad the signals to let them have fixed lengths and train the data with neural networks. These kinds of methods could lead to over-fitting problems because of mislabeled segmentations and limited amount of data.

To solve this problem, we present a correlation-based feature extraction algorithm (CorrFeat) to automatically extract features from SC and PD. As shown in Figure 1, the samples are first separated into different groups according to the video clips the subjects watched. Then, the skin conductance response (SCR) is extracted from the raw SC signals using Continuous Deconvolution Analysis (CDA) [2]. The joint features from SCR and PD are then extracted by a correlation-based feature extraction algorithm. The extracted features are finally inputted into a Broad learning System (BLS) [7] to classify valence and arousal.

2 ALGORITHM

The extraction of SCR

The signal of SC can be separated into two activities: a slowly varying tonic activity, which is known as skin conductance level (SCL), and a fast varying phasic activity, which is known as skin conductance response (SCR) [4]. SCR is conceived to carry the essential information of sympathetic activity, which can reflect stimulus-specific responses [5]. SCL however, is often related to non-stimulus-specific events which varies from different individuals. To extract the stimulus-specific responses from the SC signal, we implement CDA [2] on the SC signal.

The raw SC signal is first filtered by a Hanning window to reduce high frequency noisy fluctuations of the raw signal [24, 32]. After that, SCR can be extracted from the SC signal using deconvolution:

$$SCR = Driver_{phasic} * \xi = (SC * \xi - Driver_{tonic}) * \xi$$  

(1)

where $\xi^{-1}$ stands for the standard deconvolution operation. The $Driver_{tonic}$ and $Driver_{phasic}$ are sudomotor nerve activities caused by non-stimulus-specific and stimulus-specific events respectively. $Driver_{tonic}$ can be estimated using the inter-impulse data detection [3]. $\xi = e^{-t/t_1} - e^{-t/t_2}$ ($t_1 = 0.75, t_2 = 2$) is the trigger function.

Correlation-based feature extraction

The purpose of the correlation-based feature extraction is to extract joint features with the unified data structure, which can be easily input into any machine learning systems without further pre-processing. To manage this, we first separate all samples into different groups according to the stimulus the subjects have watched. The SC and PD for the same visual stimulus should have the same length. Moreover, we hypothesize that the same stimulus will trigger relatively similar valence and arousal among different subjects. Thus, our algorithm is about to learn different transformation matrices on different groups.

Suppose $SCR_{mn}$ and $P_{mn}$ stands for SCR and the inverse of PD of the subject $m$ watch the video $n$, $n \in [1, N]$, $m \in [1, M]$, where $N$ and $M$ is the number of subjects and video stimulus respectively. $SCR_m \in SCR = [SCR_1, SCR_2, \ldots, SCR_M]$ and $P_m \in P = [P_1, P_2, \ldots, P_M]$ is the group of signals which different subjects watch the same video. The target of the feature extraction is to find two linear projections $\omega_{m1}, \omega_{m2}$ which can maximize the correlation between $SCR_m \omega_{m1}$ and $P_m \omega_{m2}$ with the constrain $\omega_{m1} S_{11} \omega_{m1} = \omega_{m2} S_{22} \omega_{m2} = 1$:

$$\omega_{m1}, \omega_{m2} = \arg \max (\omega_{m1} S_{12} \omega_{m2})$$  

(2)

where $S_{11}$ and $S_{22}$ is the covariance of $SCR_m$ and $P_m$ respectively. $S_{12}$ is the cross-covariance of $SCR_m$ and $P_m$. To solve equation (2), we follow the Singular Value Decomposition (SVD) method in [21]. The mean values of each column of $SCR_m$ and $P_m$ are first subtracted to remove the subject bias. After that, we calculate the covariance and cross-covariance of the two signals. Then, we implement the SVD on the equation: $[U, D, V] = SVD(V_D V_p^T \cdot S_{12} \cdot V_s D_s^T)$, where $D_s$ and $D_p$ are diagonal matrices whose diagonal elements are the $k$ biggest non-zero eigenvalues of $S_{11}$ and $S_{22}$ respectively, where $D_s = \text{diag}(\frac{1}{\lambda_1}, \frac{1}{\lambda_2}, \ldots, \frac{1}{\lambda_k})$ and $D_p$ has the same format. $V_s = [V_{s1}, V_{s2}, \ldots, V_{sk}]$ is composed of the $k$ corresponding eigenvectors of $[D_{s1}, D_{s2}, \ldots, D_{sk}]$ respectively. The $V_p$ are calculated using the same method. Now, the two linear projection $(\omega_{m1}, \omega_{m2})$, which map the two signals into feature space can be calculated by:

$$\omega_{m1} = V_p D_p V_s^T \cdot U', \quad \omega_{m2} = V_p D_p V_s^T \cdot V'$$  

(3)

where $U'$ and $V'$ are consisted of the first $K$ columns of $U$, $V$ respectively. At last, the joint feature of $SCR_m$ and $P_m$ can be obtained by: $H_m = [SCR_m \omega_{m1}, P_m \omega_{m2}]$. We implement the above procedure on all the $M$ groups. At last, we map all signals into a feature space: $H = [H_1^T, H_2^T, \ldots, H_M^T]^T \in R^{MN \times 2kK}$, where $K$ is the dimension of the feature space. In our experiment, we choose $K = 25$ because most features whose index greater than 25 are approximate equal to zero.
BLS for classification

After mapping the signals into the feature space, BLS [7] is used to classify the valence and arousal. Compared with deep learning systems, BLS is less time-consuming because it does not have a big number of hyperparameters and complicated structures [8]. BLS maps original training data into two high dimensional nodes (i.e., feature nodes and enhancement nodes). Instead of using back propagation to calculate the weights between the nodes and labels, BLS calculate the weights by pseudoinverse, which make the classification process to be faster and have less chances to be over-fitted.

Suppose \( H' \in R^{L \times 2K} \) is the training set selected from the correlation based features \( H \in R^{MN \times 2K} \). We first normalize \( H' \) to have mean of 0 and standard variance of 1 using z score normalization [18]. Then, the feature node \( A \) and the enhancement nodes \( B \) can be calculated using random representation and non-linear mapping. The last step of BLS is to calculate the weights between the input nodes and labels by the pseudoinverse of the input nodes:

\[
W = \frac{E^T \cdot E + \gamma L \times L \cdot C}{E^T \cdot y}
\] (4)

where \( E = [A, B] \), \( I^{L \times L} \) is the unit matrix with the dimension of \( L \times L \), \( C = 2^{-30} \) is the regularization parameter for sparse regularization. After that, the network has been established. If a new sample \( E_t \) comes, the output \( y_t \) it can be obtained by \( y_t = E_t \cdot W \).

3 DATASET

To evaluate the performance of the proposed algorithm, we test it on the MAHNOB-HCI database [26]. MAHNOB-HCI database contains self-labeled physiological signals and eye-tracking data of 27 subjects when they were watching 20 video clips. We choose this database because: 1) this database is the only existing public database which contains both eye-tracking data and SC signals with emotion labels, 2) all the signals in this database are strictly synchronized by specialized hardware and 3) there are more subjects participating in the experiment of MAHNOB-HCI database compared with some other emotion database [13, 16, 22].

4 RESULTS AND ANALYSIS

Leave-one-subject-out cross-validation

To test the performance of the proposed algorithm, we run the leave-one-subject-out cross-validation on MAHNOB-HCI database. The test was ran on a laptop with NVIDIA 1060 GPU and 16 GB RAM. We select the data from one subject as validation set and the rest of them as the training set (no test samples are used for training). We do not implement double cross validation as this can indeed introduce bias.

Then we run the test on the 27 subjects to test the subject-independent performance of the algorithm. For the binary classification (high-low), we use the labels from 1-9 SAM manikin. For the 3-class classification (high-neutral-low), we use the labels from both emotion keywords and 1-9 scaling manikin. Table 1 shows the mapping between emotional keywords, SAM scaling and different classes [26].

<table>
<thead>
<tr>
<th>class</th>
<th>Emotional keywords</th>
<th>SAM⁴</th>
<th>SAM⁵</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low⁴</td>
<td>fear, anger, disgust, sadness, anxiety</td>
<td>1-4</td>
<td>1-3</td>
</tr>
<tr>
<td>Neutral⁵</td>
<td>surprise, neutral</td>
<td>-</td>
<td>4-6</td>
</tr>
<tr>
<td>High⁵</td>
<td>joy and happiness, amusement</td>
<td>5-9</td>
<td>7-9</td>
</tr>
</tbody>
</table>

1. Binary classes. 2. Three classes. 3. arousal. 4. valence

As shown in Figure 2, we obtain overall accuracy of 73.12% and 89.22% for arousal and valence using the labels from SAM. For the 3-class classification, the accuracy using the emotional keywords (82.96% for arousal and 82.10% for valence) are higher than the accuracy using 1-9 SAM scaling (59.81% for arousal and 68.60% for valence). This result demonstrates that the accuracy of our algorithm does not rely on the selection of training data, which shows a good performance of subject-independence.

Comparison with ML and DL methods

In this section, we compare the performance of our method with widely-used traditional machine learning (ML) and deep learning (DL) methods. For the ML methods, we select the mean, standard variance, average root mean square, maximum amplitude, average amplitude and mean of the absolute values for SCR, SCL, SC, PD, first and second differential of SC and PD according to [25]. We also test these methods through the CorrFeat generated from our method. For the deep learning methods, we pad both these signals of zeros [33] to let them have the same size for training.

Table 2 shows the result of the comparison. All validation and training approaches are the same as section 4. Our method outperforms both the traditional ML and DL methods. In addition, CorrFeat also performs well on other classifiers, however the recognition accuracy is not as good as the one using BLS. From the comparison with deep learning methods, we find that making the network deeper does not lead to an increase in accuracy. This is due to over-fitting when the network does not have enough data for training.
Moreover, the padding also limits the performance of these methods by breaking the time-dependent feature of signals.

Table 3: Comparison with the state-of-art on MAHNOB-HCI

<table>
<thead>
<tr>
<th>Year</th>
<th>Signals</th>
<th>Aro. Accuracy(%)</th>
<th>Val. Accuracy(%)</th>
<th>Aro. F1-score</th>
<th>Val. F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soleymani et al [26]</td>
<td>2012 EEG, eye gaze</td>
<td>67.7</td>
<td>76.1</td>
<td>0.62</td>
<td>0.74</td>
</tr>
<tr>
<td>Ferdinando et al [11]</td>
<td>2017 ECG</td>
<td>64.1</td>
<td>69.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gui et al [14]</td>
<td>2018 PD</td>
<td>73.0</td>
<td>78.5</td>
<td>0.72</td>
<td>0.77</td>
</tr>
<tr>
<td>Ferdinando et al [10]</td>
<td>2018 ECG, SC</td>
<td>81.9</td>
<td>78.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CorrFeat (proposed)</td>
<td>2019 SC, PD</td>
<td><strong>82.9</strong></td>
<td><strong>82.1</strong></td>
<td><strong>0.83</strong></td>
<td><strong>0.81</strong></td>
</tr>
</tbody>
</table>

Comparison with the state-of-art methods

Table 3 demonstrates the comparison between the state-of-art methods which use the emotional keywords as labels for 3-class classification on MAHNOB-HCI database. Our method achieves the highest accuracy among other methods with only SC and PD. Gui et al [14] also obtain good result with only PD. However, they only validate their method on 23 subjects among all 27 in MAHNOB-HCI database. All the remaining methods include ECG signals to classify the arousal and valence. However, the measurement of ECG signal requires attaching electrodes to the skin, which makes it more intrusive than measuring SC. Our method also has the highest F1-score among all 3 methods. It is worth noting that our method does not result in lower F1-score because of the sample imbalance reported by Gui et al [14], which shows CorrFeat can better generalize the distribution of data according to their correlations.

5 CONCLUSION AND FUTURE WORK

In this paper, we present a new feature extraction algorithm for emotion recognition using only SC and PD. The validation result on MAHNOB-HCI database shows that it outperforms both the state-of-art methods and other machine learning methods using only two sensors, which provides a new baseline for emotion recognition using wearable sensors. Our future plan is to run an experiment in mobile environments to collect data using wearable eye trackers and SC sensors to find out if our method can still perform well across mobile and ubiquitous environments.
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